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Executive summary 

 

  

The government has set 2021 as its target date for fully autonomous vehicles to be in use on roads in 

the UK.  This project investigates whether the approaches being adopted to security and risk 

assessment are effective and whether there can therefore be assurance of security.  A unique set 

of cyber security vulnerabilities and requirements arises due to the impact of the unprecedented 

scale and complexity of CAV systems both in isolation and as nodes in the intelligent transport 

networks they rely on.  Existing security techniques may not suffice but the need for advanced 

techniques may not yet be fully understood and budgets may not be available.  Although broad 

initiatives are now in place at government level, the pace of change may not be fast or broad enough 

to address the risks and opportunities of CAVs.  The expertise needed to address all the challenges 

spans many different disciplines.  Safety will rely on security and the two disciplines should work 

together but there may be a culture clash due to their differing approaches.  Although a start has 

been made to update legislation, the existing legislation and standards framework do not yet 

accommodate CAV implementation adequately.  This uncertainty may stifle innovation.  Due to 

the challenges of solving the above unique set of problems associated with the CAV domain, the 

target of 2021 may not be achieved. 
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Introduction to the project topic and method 

 

My motivation for choosing this project topic stems from reading about the government’s ambition 

to have fully autonomous vehicles driving on UK roads by 2021.  This led to a curiosity about a 

future with driverless cars and smart cities where cutting-edge technology will provide new models 

of on-demand transport and mobility services fuelled by data.  As this report is being written, OEMs 

are launching cars with new features including mobile phone connectivity and autonomous driver 

assist features like remote control parking.  Development towards autonomy seems to be in the 

fast lane, but how will the hazards be navigated? 

This is the problem I would like to investigate: connected and autonomous vehicles (CAVs) are 

expected to be operating on UK roads within a few years.  As they are computer systems, CAVs will 

rely on being secure to be safe.  How will this security be assured? 

I begin by investigating plans, motivations, entities involved, progress to date and the predicted 

benefits and risks.  Next I examine how CAVs work both as autonomous machines and as 

connected devices, exploring some of the connections and infrastructure they will depend on and 

the challenges these will give rise to.  I then look briefly at their vulnerabilities in order to 

understand possible approaches to securing them.  I look at the professional disciplines which will 

be responsible for this and how their approaches differ.  I then move on to investigate which laws, 

regulations and standards might influence CAV development and operation and ultimately their 

safety and security.  Finally I investigate approaches to assessing the risks of highly complex and 

interconnected systems to assesses differences and similarities. 

My method of investigation was firstly to research facts, plans and analysis by reading publications 

from the government, automotive industry, the legal profession and official bodies including those 

responsible for transport, infrastructure and cyber security.  I then read academic papers and 

research investigating the vulnerabilities and risk methods.   

I secondly conducted semi-structured interviews to seek the opinions of experts.  These were 

conducted with professionals specialising in different fields of security (automotive, business 

continuity, information assurance and penetration testing), law (commercial law with expertise in 

autonomous vehicle technology, product liability and technology law and automotive technology)  

and other disciplines (economics and philosophy and ethics of information) for wider perspectives.  

The diversity of experts reflects the cross-disciplinary nature of the CAV domain. 
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Section 1: Progress and motivations 

 

Introduction 

In this section I examine the plans for the development and introduction of CAVs in the UK by the 

target date of 2021.  I ascertain the motivations, identify the main entities involved and examine 

the predicted benefits to safety, security and the economy as well as considering the risks and 

challenges and briefly look at some of the associated ethical questions which arise. 

Internet research was used to develop my understanding of the background to CAV development 

including identifying the industries, entities and expertise involved by researching government and 

industry strategies and publications.  It was clear the CAV domain extends well beyond the 

automotive industry, with lawyers and insurers heavily involved.  I also read analysis of and 

predictions about the future of CAVs by consulting and law firms.  This enabled identification of 

some of the entities, existing and newly-formed, which have been given a remit for cyber security 

and enabled an examination of their output for frameworks, guidance and timelines.  I searched for 

security and automotive industry opinions on the most relevant security issues.  I also used data 

from semi-structured interviews conducted with experts in law, security, economics and ethics to 

ascertain their overall views of CAVs, particularly the benefits and what might prevent them being 

implemented by 2021. 

Industrial Strategy 2017 

 

In its 2017 Industrial Strategy the government announced long-term plans to build “a Britain fit for 

the future” and announced the Future of Mobility Grand Challenge [1].  The Strategy sets out to 

create economic growth after the UK’s exit from the European Union, helping UK businesses create 

employment.  It also emphasises the positive impact of strategic state intervention and encourages 

collaboration between government and the private sector, supported by a Challenge Fund matched 

by commercial investment. 

The Mobility Challenge declares the desire to position the UK as a world leader in shaping the future 

of mobility along with the ambition to put fully self-driving cars on the UK roads by 2021 [2].  The 

target date of 2021 was affirmed by Chancellor Philip Hammond in the Autumn Budget 2017 [3] [4].  

It has subsequently been reaffirmed in July 2018 [5]. 
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Turning to who might partner with the government to help deliver this vision, the Strategy describes 

how new disciplines and collaborations are expected to emerge to ensure goals like vehicle safety 

and security. 

Research into adopting cutting-edge technologies for use in cars started in the 1950s in the US when 

technologies developed in the Second World War were used [6].  The Defense Advanced Research 

Projects Agency (DARPA) launched a 150km autonomous vehicle Grand Challenge in 2002 with the 

aim of adapting the technologies developed for use by the military.  By 2007 there had been many 

entrants with winning vehicle entries from Stanford University and Carnegie Mellon.  

In 2009 Google employed researchers from the winning DARPA teams and entered the market.  An 

announcement by the head of Google X, its secret project division, read: “We have developed 

technology for cars that can drive themselves” [7].  Google’s competitors including Tesla, Apple and 

Uber are also very active in this space, partnering with automotive players among others to leverage 

their technology advantage by aiming for higher levels of autonomy from the start. 

Evidence from interview: some of the most successful technology companies are relatively new 

entrants operating for under 10 years old eg. Uber, and if this continues there could be an early 

winner in the CAV domain too. 

Official entities 

Research into the overall plans for CAV development identified the following entities of relevance 

and here their roles are briefly introduced. 

Department for Transport (DfT) 

DfT is the overarching government department with responsibility for steering transport policy and 

guidance and funding local authorities to operate roads.  Their primary priority is to boost 

economic growth and opportunity.  They also identify new major transport schemes.  One of their 

CAV actions was to determine the need to review insurance and the Highway Code [8]. 

InnovateUK 

Formerly the Technology Strategy Board, InnovateUK manages investment of millions of pounds in 

collaborative R&D projects, working with DfT and Department for Business, Innovation and Skills 

(BIS) [9].  They also chose the winners for investment in CAV testing: the GATEway Project in 

Greenwich, UKAutodrive in Milton Keynes/Coventry and VENTURER in Bristol [10]. 
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Centre for Connected and Autonomous Vehicles (CCAV) 

CCAV is part of the DfT and BIS and was established in 2015.  It works with industry, academia and 

regulators to try to make the UK one of the top global seats of CAV development.  One of its four 

objectives is cybersecurity [11]. 

National Infrastructure Commission (NIC) 

NIC’s remit is to provide independent, strategic analysis and advice and as such it is active in 

determining the strategy for the infrastructure needed by CAVs and intelligent transport systems 

(ITS) [12]. 

Centre for the Protection of Critical National Infrastructure (CPNI) 

CPNI provides security advice relating to protecting national infrastructure including transport and 

communications, both of crucial importance in the CAV domain [13]. 

National Cyber Security Centre (NCSC) 

NCSC, part of GCHQ, helps to protect critical services from cyber attacks as well as managing major 

incidents and improving security generally across the UK.  They have co-authored some of the only 

official advice on securing CAVs to date [14]. 

House of Lords  

The House of Lords publishes records of activity and the evidence of witnesses in its consultations 

and so this is a good source of information.  The Science and Technology Committee was involved 

in a general review in 2013 which concluded that verifying safety and reliability of CAVs was a main 

policy challenge [15].  In 2017 a subsequent investigation resulted in key recommendations relating 

to cyber security [16]: funding should be allocated through the Cyber Science and Technology 

Strategy; cyber security should be an integral part of the review of the regulatory framework; efforts 

should be coordinated by CCAV and involve NCSC; and progress should be made on the international 

stage to put cyber security on the agenda and establish global standards [11].  As will be 

demonstrated in Section 3, it is not clear that the second of these recommendations has been met. 

As shown in Section 2, CAVs are highly dependent on internet connections which are part of critical 

information infrastructure.  Review of the National Cyber Security Strategy 2016-2021 highlights 

threats to the interconnected systems that are fundamental to society, health and welfare [17].  Its 

approach to defend, deter, develop and build international allegiances approach could be a useful 

way of analysing techniques for CAV security.  It was unclear exactly which government 

departments had contributed to this strategy and consequently which departments might be good 
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sources of further information about the alignment of the National Cyber Security Strategy and 

CAVs. 

Testing 

CAVs on public roads in the UK are still at the testing stage.  Heathrow has for some time been 

running autonomous pods on its private land on a dedicated track from a car park to Terminal 5, 

connecting them wirelessly to a central server control room [18].  Testing of truck platooning is 

underway but is beyond the scope of this project [19]. 

In the US testing has progressed further.  For this reason I have included some of the approaches to 

safety, security and risk assessment adopted in the US to see what lessons have been learned there 

which could be applied in the UK. 

In the UK trials undertaken by consortia part-funded by government innovation investment are 

addressing amongst many other challenges those surrounding security.  Consortia members are 

from various industries and professions including automotive, technology, communications, 

insurance, legal, academia and local authorities.  I found no direct evidence of commercial or 

government security involvement.   

In terms of their security findings, the security challenges the DRIVEN project sets out to address for 

example have been reported [20][21].  These include communication and data sharing between 

connected vehicles, risk profiling and the new cyber security challenges this level of data sharing will 

bring.  DRIVEN will also define common security and privacy policies related to connected and 

autonomous vehicles.  Set to finish in 2019, details of the security findings are not being made 

public while it is underway and so could not be used for this MSc project.  

Other trials are now complete.  While underway the GATEway consortium for example published 

an article about cyber security [22].  This highlighted the dual nature of CAVs which due to their 

high levels of connectivity in a “massive and distributed network of things including other cars, 

buildings, IoT devices, knowledge repositories and databases” could potentially eliminate accidents 

but could also amplify the potential negative impacts of accidents.  The article warns that which 

outcome is more likely depends on the design of the whole car as a system and whether security is 

embedded in CAVs from the start of the development lifecycle.  It also argues that there is a risk of 

security being played down because security is not the primary purpose of the car or because 

security incidents are rare.  This was an insightful article but attempts to uncover further output on 

the security outcomes of the GATEway trial were unsuccessful.  This could be concluded to be 

deliberate, to avoid giving away intelligence to competitors or adversaries.   
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Opportunities 

 

The government predicts major potential benefits which could profoundly change our lives for the 

better, by making road transport safer, smoother and smarter [8]. 

Analysis by expert law firms was reviewed [23], [24].  This concludes population growth is causing 

us to reach capacity limits in urban areas which will have a negative impact on congestion, safety 

and welfare.  In addition the need to support societal trends such as the move to shared ownership 

and the increase in “as a service” offerings like Mobility as a Service (MaaS) are stressed. 

Evidence from interview: personal ownership of CAVs may decline.  Instead commercial fleets of 

CAVs for hire may be deployed, maybe with enterprises owning their own fleets.  In this model high 

fixed costs would be accompanied by low marginal costs.  New business models may emerge and 

personalised advertising to passengers is likely to be lucrative along with attractive SLAs tailored to 

different groups of customers. 

The opinion expressed by the interviewee above appears to be borne out by the most recent DfT 

consultation seeking opinions on new models of delivery vehicles for cities, aiming to transform last-

mile deliveries [25].  This could be also construed to show that the government is refining the 

scope of its mobility aspirations to focus on more specific problems rather than aiming for 

widespread adoption.  The benefits of CAVs described in this consultation include the ability to 

remove parking spaces from city centres to reuse for housing.  A blurring of public and on-demand 

transport is anticipated along with shared mobility, and new business models like MaaS.  Cyber 

security is mentioned briefly as a challenge along with safety and privacy. 

Based on research into other transport and infrastructure sources on the internet, the main 

predicted benefits can be summarised as follows [12], [26], [27], [28]: 

For society 

• Towns and cities could be redesigned if there are fewer vehicles to park; 

• Better use of road space could lead to less congestion and fuel use; 

• CAVs could increase existing network capacity and improve accessibility for groups such as 

the young, the elderly and disabled;   
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For the economy 

• Time spent behind the wheel could be put to better or more productive use leading to 

overall productivity gains; 

• By 2020 the UK will be producing 2 million vehicles a year; 

For safety 

• 90% of UK road casualties in 2015 (1,732 fatalities and 22,137 serious injuries) are believed 

to have been caused by driver error; 

• CAVs could significantly reduce road casualties caused by driver error. 

Evidence from interview: the significant reduction in accidents is a compelling motivation for the 

authorities to introduce CAVs.  Even though they may still cause some accidents because of 

security vulnerabilities, what will matter more is the level of reduction.  Asking manufacturers to 

eliminate all accidents is too unrealistic.   

Risks 

 

KPMG casts some doubt on the UK being able to achieve its goal of attracting global CAV 

development [29].  Its Readiness Index compares the progress of the countries which are 

developing CAVs.  The UK is positioned fifth out of twenty, scoring highly for technology and 

innovation partnerships, R&D, policy and regulation.  Infrastructure and 4G coverage reduce its 

readiness score. 

As will be seen in Section 2, CAVs will rely on roadside infrastructure and network coverage which is 

not yet fully in place. 

Evidence from interview:  specific “hotspot” cities will be early adopters as happened with wifi, to 

position themselves as ahead.  While there are risks to being early adopters, at the same time cities 

could subsequently gain from helping to coordinate others. 

My research into analysis of risks relates to negative impacts on congestion and health more than 

safety or security concerns [12], [30], [31]. 

The Parliamentary Office of Science and Technology (POST) review identified network coverage and 

standards as key barriers to adoption along with system incompatibility [15].  As early as 2013 this 

stressed that systems will need to fail safely and have multiple backup systems in the event of 

communication systems not being available.  Risks arising from the reliance on data generated by 
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other vehicles were identified as well as privacy questions about access to the data and its use.  The 

establishment of new standards was recommended for verifying the reliability of software.  

There are also risks due to the dependence of CAVs on critical information infrastructure.  NCSC 

released a joint statement with the FBI recently stating the Russian Government has been attacking 

critical network infrastructure devices worldwide [32].  The attacks succeeded because of the use 

of legacy unencrypted protocols, insufficiently hardened devices and end-of-life devices no longer 

supported by manufacturers.  Sophisticated techniques such as zero days and malware are not 

needed.  This raises an interesting point for CAV risk assessment: CAVs will depend on networks 

which are known not to be safe and which are arguably too distributed to be secured and are not 

auditable. 

Focus on cyber security 

CCAV is working with the CPNI and NCSC in a cyber security capacity to engage with industry and 

raise awareness [33].  This includes promoting best practice such as automotive Information 

Exchanges and intelligence sharing via the Cyber Security Information Sharing Partnership (CiSP).  

The high-level approach to CAV security proposed is to: 

• Understand the cyber threat and the vulnerabilities for the transport sector 

 

• Mitigate cyber risks and take appropriate action to protect key assets 

 

• Respond to cyber incidents effectively and ensure that lessons are learned 

 

• Promote cultural change, raise awareness and build cyber capability  

Further research into progress on these aims found a lack of published output from the authorities 

beyond the Key Principles of Cyber Security for Connected and Autonomous Vehicles, which will be 

examined in Section 3.   

Some references to and concerns about cyber security were found in the early plans for CAVs. 

Evidence was given to the Connected and Autonomous Vehicles: The Future? consultation in which 

concerns were raised about a number of cyber security issues [34], [35].  2030 was suggested by 

one witness as the target date rather than 2021 with one of the challenges being lack of trust with 

regard to cyber security, and specifically what CAVs will do in specific situations.  Another warning 

given was that security is an on-going challenge which it is not possible to fix permanently. 
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The Connected and Autonomous Vehicles: The Future? report states that the Transport Select 

Committee was given evidence that CAVs could be used for criminal or terrorist purposes including 

as car bombs and driving into crowds of people.  Witnesses stressed that the government should 

take a strong coordinating role in CAV cyber security, with input from industry experts and 

stakeholders.  In particular, security should not be left to industry.  This view was reiterated by an 

interviewee. 

Evidence from interview: risk methods should not be left to industry to develop themselves.  When 

a minimum cyber security standard is eventually imposed on manufacturers, self-certification should 

be avoided. 

A note on ethics 

While researching questions of risk and opportunities it was hard to avoid questions of ethics in 

implementation, in view of the fact that security is so hard to get right, as the data about data 

breaches proves [36].  Thorny questions also arose about how and when to really be able to 

declare CAVs safe, apart from by conducting a risk assessment and reducing risk to acceptable 

residual levels. 

The Royal Academy of Engineering have considered who will decide to adopt CAVs, how and when 

[37]. They consider who will be responsible for systems with no clear owners and suggest that 

autonomous systems are often seen to need to be perfect compared to the systems they are 

replacing.  But they ask if this is really achievable, not least because they are implemented 

incrementally.  They argue that the market should not be the dominant force and contrast this with 

the road infrastructure which does have a top-down system of control.  But the way it happens in 

practice is that new technologies are adopted and then questions of interoperability and 

harmonisation have to be hammered out later.  Their conclusion is that it is difficult to know how 

best to achieve this. 

An academic paper argues that a new discipline of data ethics has emerged [38].  This has arisen 

because of moral questions around the use of data, algorithms and the practices accompanying 

them.  This differs from the existing field of information and computer ethics insofar as it 

introduces new moral dimensions of data, and significantly, data that never becomes information 

but which nevertheless supports actions or generates behaviours. 

Evidence from interview: the right conversations are not yet being had.  CAVs will bring many 

benefits but at this point there is a lack of dialogue about realistic ways of slowly introducing them in 

a constrained way and a focus instead on feasibility.  There is also a risk of having a hybrid situation 
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with both CAVs and conventional cars and this raises ethical questions about isolating certain groups 

of people. 

Evidence from interview: the trolley problem is often used as an example of a CAV ethical dilemma 

but in practice manufacturers would never build a system which would make that choice.  Instead 

it would just be programmed to avoid an accident.  In machine learning systems in any case it will 

be impossible to trace back why a particular rule has been created because these types of systems 

are not programmed with outcomes. 

Progress and motivations: conclusions 

 

Ambitious plans have been drawn up to introduce new modes of transport to reflect society’s 

changing needs and expected future challenges while strengthening the economy.  There are many 

predicted benefits although these are not guaranteed.  Investment and collaboration are 

underway.  New partnerships and consortia are being formed.     

New official bodies have been formed to coordinate activities.  A variety of cyber security questions 

were raised early on in a consultation exercise and recommendations made by witnesses.  There is 

evidence from debates and publications that cyber security was expected to be an important 

element of CAV safety and the broad principles have been established upon which to build future 

guidance.  Although CAV trials have been investigating cyber security and safety, their findings are 

still under wraps.  There are some complex ethical issues surrounding CAVs. 

Section 2: Operation, safety and security 

 

Introduction 

This section provides an introduction to how CAVs work.  I examine the nature of the infrastructure 

they rely on to achieve autonomy and their dependencies on interconnected networks.  I give an 

overview of their architecture in order to illustrate some vulnerabilities which might affect their 

safety.  I also investigate additional characteristics of the CAV ecosystem which give rise to a 

unique set of significant challenges in their own right.  I then examine the different methods of 

automotive engineers and security professionals in light of the need for cross-disciplinary 
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collaboration between automotive safety and computer security experts and investigate approaches 

to securing CAVs so that safety is assured. 

Sources of evidence for this section were internet research for background information, reviews of 

academic literature for technical insight into vulnerabilities and attacks and in depth analysis by 

consulting firms and law firms.  I also interviewed cyber experts specialising in a variety of fields of 

security (automotive security, information assurance, business continuity and penetration testing) 

who contributed insight and perspectives based on their expertise. 

Definitions 

For clarity the distinction between connected and autonomous vehicles is provided, as defined by 

Catapult Transport Systems [27]:   

Connected vehicles: cars with increasing levels of connectivity, enabling communication between 

cars and their environment, such as infrastructure and other vehicles, about the road, traffic or 

weather conditions or providing a connection to wider connectivity services. 

Autonomous vehicles: cars with increasing levels of automation, taking information from built-in 

sensors and other systems to understand their geographical position and local environment, 

enabling operation with little or no human input for some or all of the journey.  They are also 

known as automated, self-driving or driverless cars. 

How CAVs work: as autonomous systems 

Context 

Autonomous and connected features will complement and reinforce each other.  The ability to 

send and receive data is already used by cars to operate their autonomous functions.  Vehicles with 

limited autonomous features need not be connected, but convergence of the technologies is likely 

to lead to intelligent vehicles which are both connected and autonomous. 

In 2014 the US Society of Automotive Engineers (SAE) published the first taxonomy of CAVs, J3016, 

defining six levels of vehicle automation ranging from 0 (no automation) to 5 (full automation) [39]. 

Cars at Levels 1 and 2 are already used on public roads and sold to the public.  At these levels it is 

still the human who monitors the driving environment.  They are increasingly augmented with 

advanced driver assistance systems (ADAS) [40].  These are autonomous, usually unconnected 

systems which provide safety enhancements using on-board technologies such as radar, cameras 

and infrared sensors.  Currently these react in predetermined ways, to ensure the goals of safe 
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operation and to allow the automated control of acceleration, braking and steering for periods of 

time [41] [30].  In the UK this is referred to by DfT as driver assistance. 

At Level 3, conditional automation, an automated driving system monitors the driving environment 

although the driver is still “in the loop” and must pay attention and respond quickly to alerts from 

the vehicle to do something or take back control.  

Level 4, high automation, comes much closer to removing the human from the loop.  The driver is 

no longer needed during specific driving tasks or use cases which the car will perform by itself.  At 

Level 5, full autonomy, vehicles are able to drive themselves without human intervention, 

performing an end-to-end driving task wholly independently [26].  The key distinction between 

Levels 4 and 5 is that at Level 5 the driver can fully disengage from vehicle operation. 

The J3016 Levels are still widely used but have been further refined as CAV development has 

progressed.  Figure 1 illustrates the human or autonomous driver’s role more clearly.  Specific 

driving tasks or use cases are set out eg. Urban Automated Driving.  Other use cases include 

entertainment and information (infotainment) systems and intra-vehicular communication [42].  

Use cases are also a useful tool for security and risk management frameworks [43]. 

 

Figure 1: OICA’s Levels of Automated Driving, based on SAE J3016 (SMMT) [26] 
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CAV technologies 

CAVs are highly complex cyber physical systems which use a variety of technologies to perform 

driving tasks.  Figure 2 shows the different technologies and components which are combined in 

CAV architecture and highlights the complexity of the systems to be secured in terms of their variety 

and different physical interfaces.  A paper from the 2015 IEEE Transactions on Intelligent 

Transportation Systems journal provides an overview of the types of components and control 

systems involved: [44]    

External sensors: examples are radar, engine control sensors, tyre-pressure monitor systems and 

LiDAR (Light Detection and Ranging) [7]; 

Internal sensors: examples are breath analysis to detect alcohol and interpret tone of voice; 

GPS: providing absolute position data for location and navigation information and timing references 

for communications; 

Inertial measurement units: examples are accelerometers and gyroscopes which monitor the 

environment and detect gradient for example, adjusting speed accordingly.  

 

 

Figure 2: Autonomous vehicle technologies (University of Michigan) [45] 
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Vehicle control modules: embedded systems which are Engine Control Units (ECU), for example the 

electronic brake control module, engine control module, heating and ventilation modules. 

The internal architecture which the ECUs share is particularly significant from a security point of view 

as it is a vulnerability [41], [46].  The ECUs typically use a multi-master serial Controller Area 

Network (CAN) bus to allow micro-controllers to be connected by a twisted pair cable and to 

communicate by exchanging short messages.  Messages are broadcast to every device on the bus 

with no identification of source or destination of messages. Both the high-speed and low-speed 

layers are connected with a gateway bridge to route selected data between them.  Malicious 

packets which enter the low-speed CAN layer with lower security requirements (eg. infotainment 

systems) can be transferred into the high-speed CAN layer so this can be an effective attack vector in 

order to penetrate further into critical systems.  This demonstrates that although the ECU system is 

complex, the connection providing entry to it is not therefore every communication pathway should 

be properly protected and authenticated [47] [44]. 

 

 

Figure 3: Smart cars assets (ENISA) [42] 
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Figure 3 shows an abstraction of the architecture of a CAV, its sub-networks and the variety of 

protocols and services in use.  The complexity is clear.  The entry point for wired connections is 

the on-board diagnostics (OBD) port which allows a cable to be connected to it for maintenance.  

The single gateway ECU which all traffic passes through is shown as communications control. 

The IET explain in simple terms the communications architecture of a CAV beyond the CAN bus 

which connects ECUs, sensors and actuators [48].  The other sets of communication systems are 

internet access and internal.  The types of external access using the internet are complex: vehicle-

to-vehicle (V2V) for wireless communications between cars; and vehicles exchanging information as 

part of the IoT (V2IoT).  Other newly-emerging communication types include vehicular ad hoc 

networks (VANETs), internet of vehicles (IoV) and internet of everything (IoE or IoX).  From my 

research it appears that there is no convention for defining connections and that defining different 

communications is an end in itself for researchers [39], [49].  This has led to a situation where CAVs 

are using communications which cannot adhere to any standards because these do not yet exist.  

As many CAVs will be exported it is important that there is interoperability with international 

infrastructure, which could be partially achieved through the international agreement and standards 

the government is seeking to participate in and accelerate. 

Also on the theme of interoperability, its importance was made clear in the investigation of the 

fatality caused by a Tesla when using its autopilot.  Although a “black box” was being used for data 

recording, Tesla’s proprietary software slowed the investigation [50]. 

How CAVs work: as connected systems 

 

Review of the literature on how CAVs work revealed that they will increasingly communicate and 

exchange information wirelessly beyond their physical boundaries with other entities such as 

vehicles, infrastructure, external devices and networks.  This connectivity as seen will be needed 

for automation.  Vehicles will make decisions based on data from the on-board sensors which are 

surveying the surroundings plus data received wirelessly from road infrastructure and other vehicles 

[26], [41], [51].  A constant reliable exchange of information is therefore needed to make decisions 

to protect passengers as well as other road users. 

Disabling the internet connection while not in use will not be an option because as of 2018 all new 

cars already have to have wireless connectivity to use the EU eCall service which helps emergency 

services locate the scene of an incident quickly [48]. 
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The nature of the CAV network and its interdependencies 

As seen, CAVs operate in networks which are defined in different ways.  An academic paper 

showed that these in combination form the IoV which is defined as a set of large-scale concurrent 

and distributed systems whose components are complex systems themselves, or Systems of Systems 

(SoS) [52].  They differ from conventional computer systems in that they have a collaborative 

nature and collectively have a shared purpose.  The fact that some elements of transport SoS are 

mobile also distinguishes them from other systems and introduces vulnerabilities partly because of 

the harm they could potentially do to their surrounding environment and partly because they are 

more physically accessible to attackers.  Also noteworthy is that the dynamic location and 

surroundings hugely complicates the risk assessment process. 

An example of a transport SoS is a traffic control system consisting of vehicles, traffic lights and 

weather reporting systems where collective outputs could be used to predict road congestion which 

cars would then use as input to determine their route. 

Researchers have identified some key future challenges for CAV security based on their connectivity 

[41], [46], [53], [54]: 

• The number of connections on the IoV will continue to increase as more distributed road-

side and centralised infrastructure is added.  The complexity of systems will necessitate 

increased computational functionality.  This, combined with increased connectivity, will 

increase the attack surfaces - therefore arguably also the likelihood of attacks; 

 

• When operating at speed, say on a motorway where CAVs and conventional vehicles might 

co-exist, there is a need for reliable, real-time information about the surroundings.  CAVs 

depend on data for safe operation.  The CAN bus does not use data origin authentication.  

The vulnerability of wireless communications to cyber attack has also been well-

documented.  The radio spectrum they use is restricted to specific frequencies for specific 

functions, making the task of the attacker simpler. 

Evidence from interview: SoS have caused a significant new paradigm to emerge: safety-critical 

systems exist where no single entity is able to have control over - or even full knowledge of - what 

the whole interconnected system is doing.  This hugely complicates the task of securing individual 

systems and makes securing the entire system impossible. 

Evidence from interview: getting infrastructure in place is very slow in the UK due in part to all the 

regulations.  In other countries - our CAV competitors - where the infrastructure is being built for 
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the first time, and where there is less regulatory burden, such as China, the necessary infrastructure 

can be implemented more quickly.   

The significance of data 

Based on my research, the role and implications of data cannot be stressed enough.  For example 

IBM now consider cars to be data centres on wheels [55]. 

Broadly speaking there are two types of data: 

• Diagnostic: this is the data CAVs will rely on to operate safely and will be used for real-time 

decision making.  This must be secured to ensure integrity in order to assure safety. 

• Personal: this is the data CAVs will generate which will reveal information about the 

passengers and must be protected to ensure privacy.   

Evidence from interview: the scale and quantity of data is unprecedented and it will be the real 

currency of CAVs.  This will lead firstly to very practical difficulties in acquiring and storing the data.  

Secondly the data will be where OEMs will create value although there is some uncertainty over who 

will own it with some taking the view that if it is not protected or encrypted, it is deemed to have 

been given away. 

Additional characteristics 

Below some other factors are outlined which contribute to the unique cross-disciplinary nature of 

CAVs and which support the view that the task of securing them is highly complex both in terms of 

validating the software and keeping them updated. 

Complexity 

The components and architecture of CAVs are complex systems in their own right and this 

complexity is amplified when they become components of wider networks which are increasingly 

part of global information and management networks.   Figure 4 shows the number of lines of 

code in a typical car (at least 100 million) compared with other cyber physical systems. 

Evidence from interview: this number of lines of code make software difficult to validate.  Even if 

verified in isolation, this is of limited use when it is combined with other code, leading to unknown 

vulnerabilities.  Vehicles will not only contain many terabytes of data and many million lines of 

code, but also due to the number of components will have a security baseline which will need to be 

updated on an almost continuous basis; an unprecedented requirement.  Recognising the 

complexity of interconnected systems is crucial in designing security and resilience.   
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Figure 4: Size of codebase for popular software (WEF/BCG) [56] 

Evidence from interview: vehicle control systems are full of interdependencies with nested levels and 

cascading failures so an attacker can be quite far removed.  They are difficult to troubleshoot 

because of lack of linearity and a loop nature 

Outsourcing and distributed supply chains 

OEMs use tier suppliers, who are themselves part of wider supply chains.  Third party 

manufacturers often only deliver exactly what has been specified in their contract, without adding 

extra security features [41][44].  Also, as lawyers point out, large amounts of data must often be 

shared with suppliers presenting privacy challenges requiring security measures to be adopted [24].  

If liability remains with car manufacturers, as will be examined later, they will be required to ensure 

that the whole supply chain adopts best practice which would be difficult [23]. 

Machine learning 

As automation increases, decision-making will need to mimic human intelligence to interpret 

movements of pedestrians or actions of other road users [57].  Machine learning is proposed to 

fulfil this function.  It works by coding a framework algorithm into a computer and this being 

modified by the computer itself based on learning.  The large amount of data provided by CAVs is a 

significant factor in increased use of machine learning.  A key challenge will be verifying the 

integrity of machine learning algorithms, which will depend on the integrity of the data they use 

which will be input from their immediate surroundings and communications received from 

elsewhere which as shown is vulnerable to compromise. 
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Evidence from expert: developers have the right intentions but do not apply a criminal mindset early 

enough.  The standard approach to security is to try to make a system work instead of trying to 

break it at every stage which is a better approach. 

Patching 

Given the complexity of SoS, vulnerabilities are likely to be discovered almost continuously so 

updates will be needed continuously.  It remains to be seen how patches will be distributed.  The 

government’s recent review concluded that the new single insurer model means drivers will be liable 

if they make unauthorised modifications or fail to update software.  While this puts the onus on the 

user it does also mean manufacturers must make updating easy [24].  The current method of 

monitoring safety, the MOT, will need to change [23]. 

Evidence from interview: testing of patches is unviable because of the need to distribute them 

immediately before they too become redundant.  An alternative is highly accelerated testing using 

simulators followed by monitoring once the update is live.  In practice, it may be that a 

manufacturer has every reason to believe a fix will be error-free based on their expert judgement 

and that this, combined with an obligation to test throughout its lifecycle, will have to suffice for 

practical reasons. 

Evidence from interview: for practical reasons there will need to be an option to install a patch at a 

later time but in any case patching should be performed as part of regular safety checks eg. the 

MOT.  Remotely connecting to the vehicle to check its patching level should be a feature. 

The two differing views above show the variety of opinions among professionals, and lead to the 

conclusion that the unprecedented complexity of CAVs is not widely appreciated even within the 

security profession and that commonly-used best practice security techniques and approaches may 

not apply in the same way within the CAV domain. 

Security challenges 

 

My conclusion from reviewing academic papers is that there are many theoretical attacks and a very 

broad scope for novel attacks which cannot be predicted.  The literature sets out many 

vulnerabilities and different methods of categorising them [39], [42], [47], [47], [51], [59], [60].  The 

two features most susceptible to attack are the wireless communications and GPS [46]. 
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Evidence from interview: attacks are at the implementation of standards therefore using standards 

to counter them is not a good approach.  Different people can implement them correctly so both 

are doing the right thing but getting the wrong answer. 

Evidence from interview: security professionals generally work from best practice and checklists but 

there is too much focus on checklists.  These should be used as a baseline only but there will still be 

gaps and these should be addressed using threat-based tests. 

Analysis by McKinsey suggests six areas of automotive cyber security to be considered [61].  Three 

relate to the lifecycle element (design, development and maintenance) and three to the ecosystem 

(OEM-supplier alliances, end users and government agencies).  Figure 5 shows the security services 

they recommend for the design of CAVs.  These align with some of the Key Principles which will be 

examined in Section 3; namely not relying on single points of failure (redundancy), segmenting 

critical systems (air gaps), building systems which can respond of non-safety critical functions fail 

(analog backup) and applying defence in depth techniques (cryptography). 

 

Figure 5: Design solution patterns (McKinsey) [61] 

 

Below some attacks carried out by testers and researchers are briefly described to demonstrate 

what results they were able to achieve. 
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The Jeep attack 

In the Jeep attack of 2015 researchers first connected a cable to the OBD port then later remotely 

exploited weaknesses in the wireless communications (no authentication or blocking of messages 

received by the ECUs) to take remote control of a Jeep [62] [48].  Commands from the drivers were 

overridden while they in the Jeep and driving it.  The researchers took control of steering functions 

and made the fuel tank appear to be empty. 

Evidence from interview: it took the highly skilled Jeep attackers six months before they were able to 

refine their attack sufficiently so that it would only affect a single system.  Less skilled attackers 

accidentally affecting multiple systems would be much easier, and although unintentionally done 

this could have a devastating effect. 

Tesla penetration testing 

A team of penetration testers tested the Tesla Model S [63].  No remotely executable attacks 

succeeded but after physical access, they were able to gain root access to two elements of the 

infotainment system and use this to perform further tasks including remotely opening and closing 

the boot and starting and stopping the car. 

RollJam  

The RollJam key fob attack defeats rolling codes security used in cars by intercepting, jamming and 

storing signals sent by the owner’s key fob while trying to unlock their vehicle.  The stored codes 

are replayed later by the attacker to successfully unlock the car [64].  

Denial of Service DoS 

Interfering with low-level feedback input systems can have a significant effect on car behaviour.  

Research by academics has demonstrated how interfering with the inertial measurement units can 

make a car falsely believe it is on a slope causing it to slow down which could lead to a denial of 

service if the speed was very slow [41].  

Evidence from interview: the complexity of CAVs means that system errors may occur.  While a 

conventional car could pull over, an automated system can enter an unknown state or reboot, 

causing a DoS situation.  
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Merging security and safety 

 

Automotive safety can be defined as functional safety: an electromechanical system must avoid 

events which will cause harm directly or indirectly to people or the physical environment nearby 

[65].  A system perceived to be safe is one which operates as intended in response to the inputs it 

receives ie. has fault tolerance [66].  A key feature of safety testing is predictability and 

repeatability. 

Security testing via penetration testing on the other hand is about capturing the flag; crafting attacks 

designed to break systems and adapting and altering these until they succeed. 

Evidence from interview: those who design security almost always lack the budget to test from an 

attacker’s perspective.  Within the automotive industry the cost of carrying out this exercise would 

affect profit but it is particularly important due to the accessibility of vehicles to attackers.  Warfare 

techniques should be adopted because no plan survives engagement with the enemy. 

A research paper from City University London sets out some of the main differences between safety 

and security approaches [67]: 

• Use of different concepts and terminology and the lack of a shared language; 

• A difference in emphasis and potential conflicts in the understanding of principles; 

• Use of different underlying threat models and methodology; 

• A lack of security-informed safety cases; 

• The way generic and industry safety and security standards work together needs to be 

clarified. 

• Security is a broad discipline encompassing many different approaches of value to CAV 

security.  I asked experts from a variety of security specialisms via interviews for their 

thoughts on approaches to security. 

Evidence from interview: within automotive manufacturing, security should not be separated from 

safety.  There is a lack of dedicated security standards for automotives, but there is also an absence 

of combined safety and security practices.   
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Automotive Safety Integrity Level (ASIL) 

ASIL is part of Hazard and Risk Analysis (HARA), used to classify risks based on the potential severity, 

the probability of a situation where it will arise and the controllability [52].   Vehicles must comply 

with the ISO 26262 Functional Safety Standard so manufacturers must consider specific device or 

system failures: the exposure, potential severity of an accident and its controllability.  The output is 

a number representing the criticality of that part or system. 

Security Assurance Levels (SAL) 

There is no widely-accepted version of safety integrity levels in security [68].  This is because 

security applies to much wider systems with more far-reaching consequences along with a wider set 

of possible circumstances leading up to an event.  In other words, security is vastly more complex 

and reducing security to a single number will not suffice. 

Evidence from interview: in safety there are safety integrity levels (SIL) but not in security. “State of 

the art” security is based on best practice which is defined by research.   

An approach has been proposed which classifies four different types of SAL: target, design, achieved 

and capabilities, based on different aspects of the security lifecycle.  Target SALs reflect the desired 

level of security and are determined by a risk assessment.  Design SALs reflect the planned level of 

security and may be revised during design as various countermeasures are tested.  Eventually 

vendors could be required to provide them as capability SALs for their vehicles. 

Security lessons learned from the trials 

The Transport Research Laboratory (TRL) were responsible for safety expertise in the GATEway trials 

[69].  One goal was to investigate safety and cyber security to contribute to the development of 

codes of practice, specifications and change legislation.  The project’s final report outlines its 

findings, explaining that the tests were used to develop a comprehensive Safety Framework which 

can be used to assure all future AV activity.  The framework is shown in Figure 6. 

A copy of the framework was requested from TRL to evaluate in more detail but was not provided.  

The information below therefore is taken from GATEway’s final project report. 

The report reveals that the framework encompasses critical areas eg. site/route validation as well as 

delivery practices and training.  It is reported to be operating as a proven and transferable model 

which is in use in truck platooning tests and DRIVEN. 
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Figure 6: TRL's safety framework [69] 

Key approaches were: 

• potential risks from cyber activity were assessed throughout and this extended to taking the 

appropriate technical and organisational measures protect the integrity of the vehicles and 

their systems 

• This enabled vulnerabilities to be assessed and insight into how cyber security may 

potentially impact the future of automated mobility 

• A live, iterative safety case document was kept up-to-date throughout to facilitate feeding 

back of lessons learned and mitigating factors into subsequent risk assessment. 

Approaches were investigated which might bring about a closer alignment between safety and 

security.  I found theoretical approaches without being able to ascertain whether these have been 

adopted in practice in a security context. 
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Safety, Security and Survivability Engineering 

In 2003 Carnegie Mellon published a technical note to help engineers from separate disciplines with 

requirements specifications [70].  The note analysed the similarities and differences between 

safety, security and survivability engineering (survivability refers to the prevention or reduction of 

both hazards and threats).  Engineers specify the levels of safety, security and survivability 

(referred to as quality factors) needed instead of referring to threats, vulnerabilities and hazards. 

Figure 7 shows an example of the report’s analysis, in this instance of defensibility, which is broken 

down into a set of quality subfactors (goals): asset protection, incident detection, incident reaction 

and system adaptation.  The author suggest this type of abstractions has benefits.  First, it aids 

understanding between disciplines and provides a method of standardisation.  Second, it broadens 

the scope beyond asset protection.  Third, asset protection could be subdivided into other goals 

such as protection of confidentiality, integrity and availability and fourth, it is flexible enough to be 

adapted and developed. 

This is a useful model.  It encourages different disciplines to speak the same language and refers to 

survivability which equates to resilience.  It uses security goals rather than a threat model. 

 

 

Figure 7: Standard Decomposition of Defensibility into Quality Subfactors (Carnegie Mellon) [67] 
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Systems theory 

Engineers from Massachusetts Institute of Technology have developed systems theory [71].  This 

has been used in safety analysis for some time.  According to this theory, defensive cyber security 

strategy is often based on what an adversary might do and so by definition contains unknown 

unknowns.  Systems theory advocates thinking less about adversary intent and all possible attack 

types and seeing the problem instead as loss prevention.  When used for both safety and security 

this forces whole systems to be considered, not just the technical aspects.   

The overarching security goal therefore becomes maintaining the service despite disruptions, in a 

resilience approach.  This is achieved by aiming to control component vulnerabilities instead of 

second-guessing adversary actions.  Deciding what constitutes top level failures allows further 

abstraction and analysis to determine causes and identify countermeasures.  The authors concede 

that the abstraction can never create a model of the whole system. 

As taught in the MSc, resilience can be defined as the ability to tolerate faults and attacks to an 

extent, by degrading in a gradual, at least partially predictable manner, and the ability to recover 

from such incidents to either the previous operational state or a degraded but stable state. 

Another key benefit of the top-down, system engineering approach is the ability for conflicts 

between safety and security to become apparent early in the development process.  Further, it 

acknowledges the fact that the defender is always at a disadvantage due to the number of threats, 

the variety of threats and knowing how to prioritise them to allocate resources effectively. 

Operation, safety and security: Conclusions 

 

CAVs are cyber physical systems with unprecedented scope and complexity in terms of components, 

software, architectures, interconnectivity and perhaps above all, data.  For this reason the 

challenges of securing them are not yet widely understood.  Widely adopted and effective security 

practices may no longer be valid in view of this unprecedented complexity. 

During research and interviews, data emerged as being of unexpected value and significance and 

presents a unique set of challenges. 

Theoretical vulnerabilities have been discovered by some researchers while others have moved on 

to successfully test attacks on vehicles in operation.  This is a penetration testing approach which is 

a technique often not used enough because of its cost and impact on profits. 



27 
 

Car safety on the other hand is achieved through engineers testing components and systems 

repeatedly to meet long-standing and widely-accepted safety standards.  This approach differs 

from that of security, a discipline in which complying with the same standards may lead to different 

implementations. 

Section 3: The role of legislation and standards 

 

Introduction 

In this section I set out to clarify the hierarchy of legislation, regulations and standards, 

encompassing those which already exist and those in the pipeline.  The scope of these is both 

national and international.  I consider whether these might have an impact on the security of CAVs.   

I conducted this part of my research firstly by reading in-depth analysis by commercial law firms and 

management consultancies.  I also reviewed publications on the Parliament website throughout 

the passage of the Automated and Electric Vehicles Act 2018.  To further gain insight I conducted 

interviews with a lawyers with expertise in product liability, technology law and automotive 

technology and a commercial lawyer with expertise in autonomous vehicle technology for clarity and 

opinions on the situation.  I also sought the opinion of security experts as to the role of standards 

which they would potentially refer to in the context of CAVs. 

Context 

This section begins with a description by a lawyer of the complex legal situation in the UK. 

Evidence from interview: The domestic regulatory framework is highly complex with regulations 

derived from a variety of sources, both international and domestic, and with overlaps but not 

conflicts.  Many laws apply, ranging from primary legislation like the Road Traffic Act 1988, and 

statutory instruments such as the Road Vehicles (Construction and Use) Regulations 1986, to 

guidance like the Highway Code.  There are many different road traffic acts, some international and 

some domestic.  Non-binding codes of practice exist beneath regulations.  As new technology 

develops against a backdrop of no dedicated legislation, the laws become more convoluted and 

traverse different areas of law.  The law cannot keep up and it is currently unclear how this 

situation will develop. 

This evidence explains why since March 2018 a 3-year review into automated vehicles has been 

underway by the Law Commission [72].  This will consider the extensive set of applicable laws and 
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support the creation of a new legal framework to apply in the future if or when all vehicles are fully 

automated.  A key area to be examined will be who is to decide whether a CAV is safe.  Cyber 

security is out of scope of the review although it is acknowledged to be integral to delivering 

effective policy. 

Within this context of a wide variety of existing laws combined with a lack of applicable up-to-date 

laws, opinions were sought from expert lawyers on the effect of this. 

Evidence from interview: The law is lagging behind and deployment is slow because of this.  The 

2021 target for L4/5 is unlikely to be realised.  Car sharing and leasing models are more likely to 

happen before full autonomy.  This is for pragmatic reasons: automotive OEMs are used to being 

heavily regulated and do not like to operate with the type of legal uncertainty which currently exists 

around manufacturing requirements.  It is expensive to retro-fit autonomous features.  This 

contrasts with GDPR which is explicit, for example about when to report breaches by.  Certainty is 

good for industry.  The law will catch up in time. 

Evidence from interview: as technology develops the law becomes more spread out and convoluted.  

The law is lagging behind technology innovation and it will eventually have to speed up. 

Evidence from interview: some of the most significant conflicts of interest will arise between 

balancing the need to protect public safety with the need to help industry develop and profit from 

CAVs.    

 

 

 

Figure 8: Levels of assistance and automation adapted by CCAV from the SAE J3016 Standard 
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CCAV have produced a useful diagram based on the J3016 Levels and illustrating the legislative 

changes needed.  Figure 8 shows that primary legislative change is needed for highly and fully 

automated driving (hence the Law Commission’s review) while in the meantime changes will be to 

regulations and guidance for new ADAS features.  It also shows the useful eyes on/hands on (Level 

0) to eyes off/hands off (Level 5) taxonomy.   

The Pathway to Driverless Cars Review 

Review of regulations to enable testing 

The Pathway to Driverless Cars Review reviewed existing legislation and regulations to facilitate 

testing [30].  The review concluded that it would be lawful without being restricted to certain 

areas, there would be no requirement for a licence and no surety bond would be needed, as long as 

insurance was in place.  

The review explains the approach towards testing is deliberately light-touch and non-regulatory; 

partly to give the UK a competitive advantage over other countries but also partly to avoid making 

laws which will no longer apply in a short timeframe given the rapid pace of technology 

development. 

CCAV provides more insight into this [73].  It states that it intends to regulate in waves of reform, 

taking a step-by-step approach and learning important lessons from real-life experiences of driving 

of increasingly automated vehicles.  

The Automated and Electric Vehicles Act 2018 

 

This Act received Royal Assent on 19th July 2018 [5].  Part One relates to issues around CAVs while 

Part Two focuses on electric vehicle charging.  Key questions of liability are addressed to allow for 

the insurance of CAVs operating alongside conventional cars. 

A research briefing explains the background to this [74].  The Road Traffic Act 1988 assumes the 

presence of a human driver, who must be a competent and careful driver with a duty of care to 

other road users.  Compulsory motor insurance must be in place in case an accident occurs.  The 

new Automated and Electric Vehicles Act clarifies questions of liability where CAVs are considered to 

be the driver and the individual - formerly the driver - now becomes the passenger.  Insurance 
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claims made by individuals after accidents will be dealt with by the motor insurance settlement 

framework rather than product liability laws applying to manufacturers. 

Evidence from interview: the Act could have gone further to allow enactment of legislation in more 

agile way to be able to respond to future technology advances.  Review will in future also be 

needed of infrastructure and telecoms regulations. 

The Act refers to software updates (patching) [75].  If an individual policyholder has made 

unauthorised modifications to the vehicle’s software or failed to install safety-critical software 

updates resulting in an accident, the insurer will not be liable to the policyholder, only to a third 

party.  An implication of this is that CAV operators or owners will need to have proper records of 

patching and physically secure vehicles too to prevent tampering [76].   

The Act states that an insurer will not be liable where an accident is the direct result of: 

a) software alterations made by the insured person, or with the insured person’s knowledge, 

that are prohibited under the policy, or 

b) a failure to install safety-critical software updates that the insured person knows, or ought 

reasonably to know, are safety-critical. 

Evidence from interview: an expert product liability lawyer explained this succinctly: failure to update 

a CAV will be considered a defect with the user or owner, not the product. 

Examination of the written evidence submitted by outside bodies and individual MPs appointed to 

examine the Bill during committee stage revealed that the following concerns were raised [77]–[79]: 

• Cyber security and data protection must be enshrined in both private and public data 

storage to ensure the safety of drivers and the public; 

• Tampering with a vehicle’s software should be made a serious offence; 

• One MP asked for a clause to be inserted to require the government within 12 months of the 

Act receiving Royal Consent to consult on the risks of automated and electric vehicles being 

hacked and to ensure that measures are in place to address this. 

These suggestions were not implemented in the final Act. 

Code of Practice for Testing 

In July 2015 the Code of Practice was published [80].  This cleared the way for the trials referred to 

in Section 1 to commence. 

The Code contains one high-level security requirement “all prototype automated controllers and 

other vehicle systems have appropriate levels of security built into them to manage any risk of 
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unauthorised access”.  It is recommended that testing organisations consider adopting the security 

principles set out in BSI PAS754 Software Trustworthiness - Governance and management - 

Specification or an equivalent.  Although lacking detail, this is perhaps not surprising as the trials 

are heavily monitored so risk of harm is low. 

International legislation 

 

Overall regulation of the car industry is at an international level [8].  Cars sold in the UK must 

comply with global regulations set by the UN.  Cars are treated as a product under the EU Directive 

on Liability for Defective Products (85/374/EEC) and the Framework Directive for Whole Vehicle 

Type Approval (2007/46/EC) [23].  

Work on amending regulations to allow for CAVs and codifying best practice for their security is 

underway at both UN and EU level.  In 2016 the Declaration of Amsterdam was signed by all 

European Union Member States including the UK [81].  A white paper was published with plans to 

create a regulatory framework, stressing the importance of a harmonised set of rules to cover 

different EU states. 

1968 Vienna Convention on Road Traffic 

This is of interest because it stipulates that every car should have a driver in the front seat but it was 

amended in 2016 to allow for autonomous operations as long as there is a manual override option in 

the vehicle which the driver can use whenever needed [23].   

GDPR and the Data Protection Act 2018 

There are risks to privacy due to the type of data processed by CAVs.  Researchers have shown that 

when combined with other data (Facebook posts, Tweets, alarms, position), data originating in the 

vehicle may be used to identify the car’s occupants [41].  I asked for the opinions of lawyers on this 

in interviews. 

Evidence from interview: GDPR and Data Protection are the most significant in relation to CAVs and 

the issues at stake should be understood at a corporate level and not left to manufacturers. 

Evidence from interview: The value and ownership of data and who has the right to use it are key 

issues, with inconsistency between countries which affects exports.  Some countries say IP address 

is not PII.  Sensor data will effectively be PII because it can be used to identify the starting point of 

the journey etc.  There is a GDPR requirement for the consumer to understand how their PII is being 
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used up front but there is ambiguity about the legal interpretation of this.  Car sharing would need 

to collect journey information because of billing queries for example and this would need to be 

made quite clear in advance. 

Analysis by law firms highlights some of the diverse obligations of manufacturers arising from data 

collection in addition to GDPR requirements [24].  For example, under the Data Retention and 

Investigatory Powers Act 2014 there is a need to collect and retain large amounts of 

communications data.  There are also regulatory obligations to share safety data.  Other issues 

around collecting and using data are highlighted.  For example it will be difficult to adhere to 

transparency and purpose limitation requirements ie. to make sure customers understand what data 

is being collected and what it will be used for.  Other challenging requirements of GDPR in the 

context of CAVs are the need to keep data processing to a minimum and not hold it for longer than 

necessary and complex questions of the legality of cross-border data transfers.  Performing a DPIA 

(data privacy impact assessment) would be a complex task. 

Evidence from interview: the ambiguity in laws about personal data can lead to some conflicting 

requirements in security services needed.   PII will allow passengers to be identified therefore best 

practice for ensuring privacy should be followed which dictates that it should be encrypted.  But if 

safety data is encrypted, this cannot be monitored or acted on as real-time data to support safety.  

Manufacturers want to avoid a situation where they are potentially facing being taken to court both 

for not encrypting PII and taken to court for encrypting data and making it unusable for safety 

purposes. 

The DPA 2018 has received less media attention than GDPR.  It covers areas beyond the GDPR 

provisions including requirements for processing personal data for criminal law enforcement 

purposes, and for national security.  There are grey areas around CAV data being used for 

surveillance.  The intelligence services adhere to requirements based on Council of Europe Data 

Protection Convention 108 [82]. 

UNECE World Forum for Harmonization of Vehicle Regulations (WP.29) 

DfT officials are participating in the UNECE World Forum for Harmonization of Vehicle Regulations 

(Working Party/WP.29) standards framework which is under development [83].  These will apply to 

the wider ITS ecosystem and not just CAVs.  The DfT describe the working party’s aims in relation to 

security [33].  These are to investigate the development of a regulation or resolution by defining 

requirements for addressing cyber threats, for defining requirements for software update 

management with respect to safety type approval and defining guidance or measures for how to 

achieve this.  These are high-level aims but align with the UK’s aim to take action on the 
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international stage and it is reasonable to assume that NCSC and CCAV are playing a coordinating 

role as the Autonomous Vehicles Inquiry proposed 

Principles  

 

CCAV 

The Key Principles of Cyber Security for Connected and Automated vehicles were published by CPNI 

along with CCAV and DfT; evidence of collaboration across different departments [14].   

The eight principles are guidelines and not a statutory requirement and are designed for use 

throughout the automotive sector, the CAV and ITS ecosystems and their supply chains.  The first 

three relate to system security: 

1. Organisational security is owned, governed and promoted at board level; 

2. Security risks are assessed and managed appropriately and proportionately, including those 

specific to the supply chain; 

3. Organisations need product aftercare and incident response to ensure systems are secure 

over their lifetime; 

The remaining four relate to system design: 

4. All organisations, including sub-contractors, suppliers and potential third parties, work 

together to enhance the security of the system; 

5. Systems are designed using a defence-in-depth approach; 

6. The security of all software is managed throughout its lifetime; 

7. The storage and transmission of data is secure and can be controlled; 

8. The system is designed to be resilient to attacks and respond appropriately when its 

defences or sensors fail. 

These reflect many of the problems of CAV security which came to light in my research and serve as 

a solid foundation on which to build good practice. 

SMMT 

SMMT considers guidelines as part of the security by design principle to be the best approach as at 

2017 [26].  Their position paper reiterates their support for the WP.29 security guidelines: 
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• The protection of CAVs requires verifiable security measures based on existing security 

standards (e.g. ISO 27000 series, ISO 15408, ISO 29101); 

• CAVs must be equipped with integrity protection measures (e.g. security software updates);  

• Vehicle manufacturers and their suppliers must have appropriate measures in place to 

manage used cryptographic keys; 

• The integrity of internal communications between controllers within CAVs must be 

protected (e.g. by authentication); 

• Online services for remote access into CAVs must have strong mutual authentication and 

secure communication between involved entities. 

SMMT acknowledge the breadth of the entities involved and suggest these should be extended to 

encompass board-level governance, the supply chain, product aftercare and incident response, 

personnel, procurement, and data storage and transmission. 

Standards 

 

Because of their cross-disciplinary nature, many standards could potentially apply to the 

manufacture, operation and maintenance of CAVs.  As already mentioned, no formal automotive-

specific cyber security standards exist yet but are under development.   

The list below of some of the applicable safety standards is taken from a paper presented at the 

2017 XXVI International Conference on Information, Communication and Automation Technologies 

[52].  It demonstrates the wide variety of applicable areas where efforts are being made to codify 

cybersecurity and combine it with safety:  

• SAE J3061, the Cybersecurity Guidebook for Cyber-Physical Vehicle Systems - the closest to a 

joint safety and security assessment (I consider this more in Section 4); 

 

• IEC 61508, an international standard for the functional safety of electrical, electronic and 

programmable electronic safety-related systems – covers software requirements and the 

reuse of pre-existing software elements to implement all or part of a safety function;   

 

• ISO 13849, an international standard on safety of machinery and safety-related parts of 

control systems; 
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• ISO 26262:2011, a functional safety standard for malfunctions occurring in the electronic 

systems within road vehicles - introduced when safety-critical embedded systems started to 

be used in cars.  It consists firstly of a Hazard Analysis and Risk Assessment (HARA) which as 

described previously uses potential component failures to determine top-level safety 

requirements.  Secondly it provides requirements and guidance to avoid hardware and 

system faults; 

 

• ISO/WD PAS 21448: Road vehicles - Safety of the intended functionality - under 

development; 

Also many ISO standards relate to ITS communications and protocols, such as ISO 10711:2012 – 

Interface Protocol and Message Set Definition between Traffic Signal Controllers and Detectors – 

and ISO/TR 10992:2011 – use of nomadic and portable devices to support ITS service and 

multimedia provision in vehicles. 

Evidence from interview: a “gold standard” is expected to be created – perhaps in the US or China – 

which will act as a precedent which developers in other countries will need to follow. 

Evidence from interview: the UK will need to adhere to whatever regulations are agreed 

internationally because of the value to the UK of its export market. 

Evidence from interview: standards from a wide variety of domains would need to be complied with 

including manufacturing, authentication, privacy, data protection, road standards, location services, 

incident management and business continuity. 

Evidence from interview: it will be vital for automotive security professionals to have a deep 

knowledge of the automotive industry, how it operates, its regulations, governing bodies, industry 

dynamics and subtleties. 

Challenges 

Evidence from interview: drafting legislation is made harder for government because there is a fine 

balancing act between public safeguards like ensuring safety while promoting enterprise without 

stifling innovation 

Evidence from interview: what matters to businesses is that they can provide evidence in court of 

having adopted best practice if an accident has happened which they are being held liable for.  

How this best practice is determined when there is a lack of industry consensus is unclear. 
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Evidence from interview: in the US progress has been slowed because the Senate is tied up making 

decisions about cyber security and privacy.   

The role of legislation and standards: conclusions 

 

The legal situation is complex due to the variety of laws traversing the CAV domain as well as the 

applicability of global laws but this should be simplified after the Law Commission’s review is 

finished.  The government has adopted a light-touch, non-regulatory approach to support testing 

and innovation but it was perceived by lawyers that a lack of certainty as to precise rules for 

manufacturing might conversely discourage OEMs and technology companies from developing CAVs 

here.   

GDPR hugely complicates how data is used with the main complications arising from it being needed 

to be unencrypted for speed for real-time safe operation while at the same time protected for 

privacy reasons.  How the legal requirements are interpreted in the CAV context appears highly 

complex and open to interpretation despite GDPR being clear about its requirements. 

Although there is a lack of dedicated standards, work is being done to develop standards to guide 

CAV development and statements of best practice are beginning to be published.  These go some 

way towards providing the best practice which will inevitably be needed to refer to in legal 

proceedings. 

Section 4: Risk analysis 

 

Introduction 

In this section I investigate which approaches and tools are being used for risk analysis.  I consider 

whether techniques used in cyber security can be used in the CAV domain and whether safety 

approaches are still valid when security enters the equation.   I look for methods which could be 

adopted and adapted and consider the influence of the wider ecosystem and how this might be 

incorporated into the risk assessment process. 
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I conducted this research by reviewing publications by standards organisations, security framework 

and risk organisations, the automotive industry and those responsible for critical infrastructure 

protection.  I include some data from interviews conducted with cyber security professionals. 

Component-driven vs system-driven risk analysis 

NCSC identify two different approaches to risk [84].  Component-driven (bottom-up) risk analysis 

considers specific threats to each component along with its vulnerabilities and likelihood of it being 

compromised and takes into account their importance ie. the impact of the threat being realised.  

This allows risks to be prioritised based on the potential impact or the ease of realising the threat. 

System-driven (top-down) risk analysis considers the goals of the whole system instead of its 

components.  It focuses on understanding how parts of the system interact.  There is a focus on 

losses ie. unwanted events with a negative outcome.  This approach, as seen in Section 2, is used in 

systems engineering. 

Examples of both of these are examined. 

Introduction to risk in the context of CAVs 

 

The Industrial Strategy declares that a strategy that avoids risks is no strategy at all and concludes 

that previous industrial strategies have failed because of a lack of collaboration and a failure to listen 

and consult.  This explains the 2017 Strategy’s strong emphasis on partnerships, backed up by the 

funding of consortia to carry out research and testing.  It also aims not to let a fear of failure make 

it unimaginative or risk averse. 

An internet search of government publications led to the Cabinet Office’s interim cyber security 

strategy for science and technology which has a section dedicated to CAVs [85].  It highlights how 

important consumer trust will be in realising CAV benefits; trust in CAVs being safe and keeping PII 

private.  The strategy makes it clear that the full ecosystem will need to be protected and able to 

detect, respond and recover from cyber security incidents.  Long-term plans are set out to develop 

a maturity assessment framework to allow insurers to perform cyber risk assessments on CAV 

systems. 

Evidence from interviews: a perennial problem for information security professionals who perform 

risk assessments is that they are protecting against events which may never happen, or about which 
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they will not know whether their preventive measures were effective.  The nature of threats is that 

they are often invisible.  This makes justification of budgets challenging. 

Below are the opinions of expert cyber security professionals on approaches to risk which could be 

applied to CAVs and these align with the type of risk assessment taught on the MSc and which is 

widely adopted. 

Evidence from interview: risk assessment should be end-to-end and holistic, across the whole 

product lifecycle from the design stage to destruction, with an emphasis on data security at end of 

life.  It should include manufacturers, resellers, owners, processes, technology, suppliers and other 

third parties.  Residual risk should be carefully considered.  Risks should be owned at enterprise 

level and include governance activities. 

Evidence from interview: it will not be possible to guarantee a car’s security.  Any risk assessment 

should consider the risks caused by the driver too.  Network and vehicle monitoring should be 

implemented and a SOC in place for incident management and monitoring.  A backup data centre 

should be available but having one with the same capacity is difficult.  Threats are very diverse and 

include battery failure/power loss, manual override of critical controls, unauthorised remote access, 

physical break-in, social engineering, insecure local authentication management, natural disaster, 

integration errors, power surges, poor road surfaces, GPS solar interference and even how a carrier 

bag on the road will be interpreted by an autonomous system. 

Existing risk assessment approaches 

NCSC summarise risk methods and frameworks [86].  Four are aimed at information risk 

management, which is partially suitable for application in CAV enterprises but not manufacturing, 

with the NIST approach having a US focus: 

• ISO/IEC 27005:2011 

• Information Security Forum (ISF) IRAM 2 

• CESG Information Assurance Standard 1 & 2, a legacy technique for organisations especially 

government departments 

• US National Institute of Standards and Technology (NIST) SP 800-30, preferred by the US 

government and tailored to US laws 

The other three methods are: 

• OCTAVE Allegro, intended as a qualitative assessment, and asset-focussed.  This is 

differentiated from the other methods in that it is performed in small workshops conducted 

with those involved in an enterprise’s operations and IT. 
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• ISACA COBIT 5 for Risk, aimed at enterprise risk governance. 

• IEC 62443-2-1:2010, aimed at implementing risk management programmes for industrial 

automation and control systems. 

None of these relate to cyber physical systems.  However NCSC have promised new guidance soon 

in the form of a toolbox of techniques, borrowing from established risk methods from other domains 

like industrial safety engineering.  This suggests that they believe the above methods have 

shortcomings and may no longer meet the risk assessment requirements of modern technology 

which is about more than information risk and also includes cyber physical risk.  The toolbox will be 

part of NCSC’s sociotechnical security offering, an area which relates to security that accounts for 

the interaction of technology with people, processes and organisations.  This looks to be a 

promising approach which could be adopted to CAV security because it consists of a multi-

disciplinary team with different approaches and one of its specialisms is engineering processes and 

assurance.   

 

Figure 9: Approach of NCSC's Sociotechnical Security Group to risk [87] 
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There is also acknowledgement of the complexity of modern systems, not just in isolation but as part 

of wider systems.  This is a useful summing up of the difficulties of assessing risk in CAVs: they are 

both complex systems in themselves but are also part of and depend on wider complex systems 

which are not in the control of CAV makers.  This equates to a very difficult problem to solve. 

Figure 9 shows the multi-pronged approach being adopted by NCSC’s Sociotechnical Security Group 

(StSG) to risk which introduces the concept of complex systems theory. 

High-level guidance from principles 

UK 

CCAV’s Key Principles of Cyber Security for Connected and Autonomous Vehicles is aimed at those 

involved at all levels, from designers all the way through to senior executives.  The first principle is 

that security should be owned at Board level.  The second principle is about risk: security risks are 

assessed and managed appropriately and proportionately, including those specific to the supply 

chain.  Below is its detail: 

• Principle 2.1: Organisations must require knowledge and understanding of current and 

relevant threats and the engineering practices to mitigate them in their engineering roles; 

• Principle 2.2: Organisations collaborate and engage with appropriate third parties to 

enhance threat awareness and appropriate response planning; 

• Principle 2.3: Security risk assessment and management procedures are in place within the 

organisation. Appropriate processes for identification, categorisation, prioritisation, and 

treatment of security risks, including those from cyber, are developed; 

• Principle 2.4: Security risks specific to, and/or encompassing, supply chains, sub-contractors 

and service providers are identified and managed through design, specification and 

procurement practices. 

These are high-level architectural principles which is a useful security foundation although there is 

no implementation detail. 

Evidence from interview: these are a good starting point although they will not prove safety and 

could not be relied upon in court.  They are not sufficient for enterprises to work from. 

The unsuitability of high-level guidance for enterprises supports the view heard from expert lawyers 

that uncertainty about specifications is not good for OEMs. 
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US 

For comparison the US NHTSA’s voluntary best-practice guidelines are examined, Cybersecurity Best 

Practices for Modern Vehicles, which advocates a layered research approach to cyber security [88].  

The guidelines recommend that the product development process should follow a systems-

engineering approach aiming to design systems without unreasonable safety risks. 

NHTSA stress the importance throughout the vehicle’s lifecycle of performing risk assessments and 

penetration tests and documenting details of these along with any organisational decisions of 

significance.  It is recommended that the minimum level of risk assessment should look at cyber 

security risks to safety-critical vehicle control functions and PII. 

The holistic approach is extended beyond the manufacturing process to sharing information about 

lessons learned among the whole industry, considering security throughout the product 

development lifecycle, considering the whole supply chain, after-market suppliers, practices across 

the organisation and promoting education and awareness – themes echoed in the Key Principles. 

Automotive risk methodology 

 

Evidence from interview: Safety risks equate to numbers which equate to money, whereas cyber 

risks are less tangible and measurable.  It is hard to accurately attach numbers to countermeasures 

and likelihood of occurrence and come up with an impact, so it is hard for automotive manufacturers 

to make decisions in the way they usually would. 

Hazard and Risk Analysis (HARA) 

HARA is used to classify risks in vehicles based on the potential severity, the probability of a situation 

where it will arise and the controllability.   Manufacturers must consider specific device or system 

failures: the exposure, potential severity of an accident and its controllability.  HARA does not 

consider security risks however although these could be built on to design safety strategies.  Fault 

tree analysis and failure mode and effects analysis are also used [89].  Although top-down 

approaches, the shortcomings of these were taught on the MSc:  

• They are static so do not capture any attacker/defender interaction 

• They cannot capture novel attacks 
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Other possible techniques were taught on the MSc including more dynamic attack and adversary 

models such as attack-defence trees and attack-countermeasure trees.  These begin with a top 

level event representing an attack and introduce the idea of uncertainty, adding detection and 

mitigation measures with probabilities and costs. 

Including mitigating measures as well as defensive measures allows both qualitative and quantitative 

study of attacks including the cost-effectiveness of detection and mitigation strategies where 

quantitative.    

Game theory is also of value in relation to adversary motivation.  Take into account the interaction 

between adversary and defender. Constraints or payoff for specific actions are considered so the 

cost to each player of pursuing a particular strategy and its consequences are considered. 

Evidence from interview: at a national scale we should collected adversarial techniques to use for 

CAV testing eg. algorithms are being built to attack random number generators.  Having a set of 

offensive techniques will help in defence.  Game theory is useful for considering sequences of 

moves by adversaries. 

Risk methodologies for securing safety-critical systems 

 

System-Theoretic Process Analysis for Security (STPA-Sec) 

STPA-Sec is based on STPA – a hazard analysis technique [90] and Systems Theoretic Accident Model 

and Process (STAMP).  STPA analysis enables the identification of potentially unsafe control actions 

arising from inconsistencies between a controller’s assessment of system state and the actual 

process state.  The loss of state can arise because of wear and tear, incorrect calibration or 

malicious activities but the result is always an unwanted control action to try to maintain the correct 

set point.  In this approach a multi-disciplinary team looks at the wider structure of the whole 

system which allowed the system to enter a vulnerable state which the threat was then able to 

exploit.  It is argued that cyber security analysis should change from guarding against attacks to 

identifying vulnerabilities which allow disruptions (intentional or unintentional) to emerge, although 

threat analysis is nevertheless a necessary activity.  STPA-Sec is a useful technique because it brings 

together multi-disciplinary teams to consider problems together.  However it is not sufficient for 

complex SoS with rapidly evolving adversaries. 
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NIST’s Cybersecurity Risk Management Framework Applied to 

Modern Vehicles 

NIST have adapted their Risk Management Framework (RMF) which proposes a lifecycle process 

[43].  This approach encompasses risk assessment, security planning and implementation as well as 

on-going monitoring, and integrates these into the system development lifecycle. 

This differs from the original NIST RMF in that a threat model/use case step has been added and the 

Authorize step removed as it relates to Federal IT systems.   

Figure 10 shows an overview of this risk analysis method adapted for vehicles. 

Figure 11 shows an example of the subsequent analysis using FIPS 199 with use cases in the left-

hand column.  The impact of specific events on confidentiality, integrity and availability is shown in 

green, amber and red, reflecting whether the risk is low, medium or high at different phases of 

vehicle use eg. parked, at rest, under maintenance, on a motorway or driving slowly. 

 

 

Figure 10: Modified NIST Risk Management Framework for the Vehicle Sector [43] 
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Appropriate security controls are selected after carrying out vulnerability identification, taking into 

account organisational factors as well as adversary capabilities.  Likelihood is then determined.  

This activity involves deciding whether events, if initiated, will lead to adverse impacts.  The overall 

risk can then be assessed.  The output of this exercise is a Security Reference Architecture (SRA) 

which acts as an authoritative source of information to support recommendations for specific 

architectures.  

 

Figure 11: Modern Vehicle Security Categorisation (NIST) [43] 

This approach has merit because unlike other risk analysis techniques examined so far, it explicitly 

includes vehicle-related examples of threat sources, use cases and impacts.  Another advantage is 

that the SRA provides a common security language for those involved in CAV development even if 

from different disciplines and therefore are a useful technique for framing the problem.  The 

technique provides a way of mapping of information systems and their criticality. 
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NIST acknowledge that using FIPS 199 (designed for single-purpose information systems) to assess 

risks is unlikely to be extensive enough for vehicles, characterising them not as information systems 

but as a collection of complex interactions of many control systems at various degrees of criticality. 

NIST also stress that risk analysis should be performed at component level but their framework 

cannot accommodate this.  They recommend instead of security categorisation levels the notion of 

Security Assurance Levels, as outlined in Section 2.  

Security-Informed Safety Cases 

Safety approaches which have been adapted by academics to include security were investigated.  

An approach with potential application for CAVs has been proposed by researchers at City University 

London which uses existing safety cases and risk assessments and augments to make them what is 

termed “security-informed” [67].  This highlights the difference between safety cases and security 

cases.  A safety case shows how requirements defined for a system are met, by making claims 

about the system’s properties and using a systematic approach to support arguments with evidence 

(a claims-arguments-evidence method). 

The evidence relates to one or a combination of the following: claims about the systems’ safety 

behaviour (positive properties); adherence to accepted standards and guidelines or through analysis 

of potential vulnerabilities (negative properties).  This serves to illustrate the difference between a 

top-down (claims about behaviour) and bottom-up approach (vulnerability analysis) which relates 

back to the component-driven bottom-up approach. 

The researchers go on to set out a method for incorporating security into the claims-arguments-

evidence method).  This entails reviewing whether the claim might be impacted by security and 

looking for security controls to provide the argument and evidence, then reviewing the effects of 

these controls on architecture and implementation and repeating and refining the process. 

An 8-step risk assessment process can then be conducted in tandem with a security-informed safety 

case: 

1. Establish the context – describe the system, its relationship with other systems and its 

environment; identify the services provided 

2. Identify potential threats 

3. Refine and focus system models 

4. Perform preliminary risk analysis 

5. Identify specific attack scenarios 

6. Perform focused risk analysis 
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7. Finalise risk assessment 

8. Report results 

The researchers recommend that the security risk case is developed alongside the eight steps in 

order to synthesise risk claims, arguments and evidence.  This would be a subjective exercise.  

One of the benefits it claims is the ability to be pitched at different audiences with its detail level 

adapted accordingly. 

Other researchers have reviewed this technique [91].  They conclude that it lacks guidance as to 

how the risk assessment should be performed despite it being a requirement. 

The researchers usefully distinguish between two types of resilience to be achieved.  The first is 

resilience to threats arising from the design.  The second is resilience to other threats which may be 

unimaginable and therefore ignored or are simply unknown.  

This is a helpful distinction and could be used to assess other risk analysis techniques. 

Safety-Aware Hazard Analysis and Risk Assessment (SAHARA) 

At the 2015 Design, Automation & Test in Europe Conference & Exhibition a new, threat model-

based approach was presented [89].  It works by analysing each component in turn and then once 

each is deemed secure, the whole system is deemed to be secure too. 

 

 

Figure 12: Conceptual overview of the SAHARA method [89] 
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The component-driven HARA approach is combined with Microsoft’s STRIDE approach which relates 

to the impact of security issues on safety concepts and is a system-driven approach. 

Figure 12 shows a conceptual overview of SAHARA, with the safety analysis performed according to 

ISO 26262 shown at the top right and the security analysis based on STRIDE at the top left.  The 

STRIDE output is then analysed and threats are quantified as they are in the ASIL method, which 

consists of quantifying the resources and know-how needed to execute the threat, and the threat’s 

criticality.  Security threats that might lead to a violation of safety goals can be handed over to 

HARA for further analysis of the threats’ effect on safety.  

A disadvantage is that this analysis is aimed at the very early stages of the development of a single 

car but nevertheless at any stage of development if cyber security threats can be classified, this can 

be used as a basis for choosing countermeasures, and these can be quantified and a cost associated 

with them [91]. 

An advantage of this method is that the whole exercise is carried out by security and safety 

engineers collaboratively and may therefore facilitate increased understanding of each other’s 

methods, challenges and language. 

SAE-J3061 Threat Analysis and Risk Assessment approach 

A research paper describes the experiences of a research project to apply J3061 in the concept 

phase of the secure development of an ECU [92].  The aim of the J3061 method is to identify 

threats and assess associated risks and use these to obtain security requirements.  J3061 draws on 

the safety lifecycle defined in ISO 26262 to produce a security lifecycle.  J3061 identifies interaction 

points between the security and safety process in order to coordinate the two engineering 

processes. 

The system lifecycle consists of a number of phases: concept phase, product development (system, 

hardware and software), production , operation and service.  These are augmented with processes 

including requirement, change and quality management. 

The main activity of the concept phase in the threat analysis and risk assessment (TARA).  J3061 

does not require any specific method to be used but the overarching goal is to use the output of 

TARA as input for the definition of cyber security goals.  Examples of methods and techniques 

proposed by J3061 in Appendix A include STRIDE, HAZOP, TVRA, OCTAVE and HEAVENS. 

The researchers found that the method was flawed because the outcome of the TARA is based on 

incomplete information, because the ECU was only at the design stage and therefore lacking detail.  

They opted instead to base their TARA on the effect of various threats on the CIA of the ECU’s data.  
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Other initiatives 

5*StarS is a consortium developing an Automotive Cyber Security through Assurance project [93].  

This project sets out to address the threats facing CAVs and develop an assurance methodology.  Its 

goal will be rigorous design and testing techniques for both components and whole systems, 

resulting in a 5-star-type consumer rating system similar to the EuroNCAP system.  This 

government-backed scheme is part of the efforts to put the UK at the front of global testing.  The 

rating will help to inform car users and insurers about the risks of specific software and connectivity 

features. 

Risk analysis: Conclusions 

 

Risk analysis techniques can be both component-driven and system-driven.  Both approaches have 

merits and drawbacks.  Sociotechnical perspectives are a useful approach. 

Risk analysis should be end-to-end, spanning the lifecycle of a vehicle.  Security threats differ from 

safety threats in that they are unseen, making the risks difficult to quantify, and this reflects a 

difference in risk culture between automotive and security.  Existing frameworks used in security 

do not account for cyber physical systems but progress is being made on this. 

There are a number of approaches proposed by researchers which aim to incorporate security into 

safety risk assessment and some existing security techniques have been adapted.  It may be that a 

combination of techniques will be of use but in any case increasing awareness that different 

approaches exist is a starting point. 

Project conclusions 

 

I set out to determine how the security of CAV computer systems will be assured in order to ensure 

they are safe.  I have found some answers to this question but also realised that there are other 

questions to be asked.  My scope broadened from physical safety to privacy.  I became aware of 

the huge significance of the use of data.  Although I identified risk analysis methods which could be 

used, it is unclear which may actually be used.  The project process was helped enormously by the 

interviews I conducted with experts which contributed to my understanding of some of the 
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subtleties and conflicts at the heart of the topic, which lack black and white answers.  Below are my 

main conclusions. 

The complexity and lack of understanding of the entirety of the factors which must be right for safe 

implementation suggests that full autonomy by 2021 is unlikely to be achieved.   

CAVs will potentially deliver benefits to society through new modes of transport resulting from 

society’s changing needs and advances in technology.  Broad initiatives are now in place at 

government level although the pace may not be fast enough for industry and does not reflect the 

pace of technology change. 

Details of approaches to implementing security are difficult to find although broad principles have 

been established by with government coordination.  The benefits of CAVs are largely societal 

although the task of securing them may be left to industry – this is currently unclear but a distinct 

possibility. 

CAVs are cyber physical systems with unprecedented scope and complexity in terms of components, 

software, architectures, interconnectivity and above all, data.  Securing CAVs means securing the 

entire system but the challenges of securing them are not yet fully or widely understood. 

The significance of data was much greater than I anticipated.  For OEMs the value and profit in 

future will come from data but currently there are complex legal questions around ownership of 

data and how to secure it while complying with GDPR.  In its nature security is somewhat intangible 

which contrasts with the certainty OEMs usually work with in safety.  The approaches to security 

adopted across other industries may not be sufficient in the CAV domain.  Standards can be 

implemented in different ways leading potentially to inconsistency in levels of security achieved. 

The government has a hard job to strike an acceptable balance between keeping the public safe 

while not stifling enterprise innovation.  The areas of law that apply to automotives are wide-

ranging and complex and but review has begun which will simplify them.  

Existing standards are being adapted and new standards developed which are expected to provide a 

basis for best practice but their overall effectiveness for security is unclear.  

I build on these conclusions to make some predictions about how the situation may progress. 

Although technologies exist which will theoretically enable CAVs to be deployed to realise the 

predicted benefits, much work needs to be done to make them safe and feasible.  

High level principles on the one hand and the reality of existing security practices on the other hand 

must somehow meet in the middle and this may be a slower process than anticipated.  The types of 
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security approaches recommended for CAVs are not employed extensively in enterprise security 

while critical information infrastructure is known to have been compromised too.  There are 

currently knowledge gaps to be filled.  Bridging the gap between the certainty of safety testing and 

the nuances and hidden nature of security threats and countermeasures may be difficult but 

nevertheless techniques will have to be developed to support the new cyber physical risk paradigm.   

Even if CAVs are not deployed by 2021, the technologies developed during the process by those 

inspired by the innovation and benefiting from government funding may be applied to other 

innovations which society could still benefit from.  In retrospect adoption of innovation can appear 

predictable.  However technology innovation from start-ups in the 21st century such as Facebook, 

Google and Uber has taken society in directions which would have been hard to predict and this 

trend should not be underestimated.  Attracting the right range of disciplines, working in 

partnership across industries and starting to have the right conversations are the foundations of 

future success.  Technology will be used for innovation which will deliver other benefits, if not 

these, creating employment and strengthen the economy in the future as is the government’s aim.  
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